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Learning Goals

Why are statistics used?

What is a t-test?

What is an analysis of variance (ANOVA)?

What other statistics are relevant to HCI?
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Statistical analysis
What is a statistic?

A number that describes a sample
Sample is a subset (hopefully representative) of the population we 
are interested in understanding

Statistics are calculations that tell us
Mathematical attributes about our data sets (sample)

Mean, amount of variance, ...

How data sets relate to each other
Whether we are “sampling” from the same or different populations

The probability that our claims are correct
“Statistical significance”

3



Quantitative data analysis

Inferential statistics methods for hypothesis testing:
T-test
ANOVA

You need to know:
Basics of descriptive statistics 

Mean
variance
Standard deviation

Normal distribution
Basics of probability
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T-test

T-test tells you the probability (p-value) of getting the same outcomes 
if you replicate your experiments with a different sample from the 
target population
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T-Test
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Avg. Condition 1 Avg. Condition 2

Variance. Condition 1 Variance. Condition 2

# samples in each condition

𝑡 =
𝑋1 − 𝑋2

𝑠1
2

𝑛1
+
𝑠2
2

𝑛2

Formula for independent samples, df = n1 + n2 - 2



T-test

We use a number called critical value to decide whether we reject the 
null hypothesis based on our t value.

Our t value < critical value, we don’t reject the null hypothesis

Our t value > critical value,  we reject the null hypothesis
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Critical value
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Degrees of freedom (df)
df = (n1 + n2) - 2
df = 10+10 – 2 = 18

Significance threshold

Degrees of freedom: https://statisticsbyjim.com/hypothesis-testing/degrees-freedom-statistics/



T-test: Important points to note

There are fundamental questions you ask before doing a t-test:

Is your data normally distributed?

Do you have enough samples? (Ideally between 20-30)

Are you doing a two-tailed or one-tailed t-test?

Is data paired or unpaired (independent)?
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Unpaired & Paired Samples

Comparing two sets of unpaired observations
Usually different subjects in each group (number may differ as well)
Condition 1  (S1-S20)   
Condition 2  (S21-S43)

Paired observations 
Usually single group studied under separate experimental 
Conditions
Data points of one subject are treated as a pair
Condition 1  (S1-S20)   
Condition 2  (S1-S20)

10



T-Test
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𝑡 =
𝑑

𝑠2

𝑛

Mean difference

Sample variance

Sample size

Formula for dependent samples, df = n1 + n2 - 2



T-test: One-tailed

If you have two sample means, A & B:

You do a one-tailed test when you restrict your null hypothesize as 
A<B, A>B,… 

Example, the average height of 8-year-old boys is less than the 
average height of 8-year-old girls
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T-test: Tow-tailed
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two-tailed

If you have two sample means, A & B:

You do a two-tailed test when your null hypothesize A=B,  so you 
combine the possibilities of A>B and A<B

Example, the average height of 8-year-old boys and girls are different. 



Two-tailed T-table
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ANOVA

How do we compare three means of the three experimental 
conditions?

ANOVA (Analysis of Variances) is a technique that we can use to do 
this

ANOVA is what we call an omnibus test

It tells us if (x1 = x2 = x3) IS NOT true, where x1, x2, and x3 are 
three means

Does not tell us how the means differ
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ANOVA

Within group variability (WG)
Participants’ differences
Error (random + systematic)

Between group variability (BG)
Condition effects 
Individual differences
Error (random + systematic)

These two variability's combine to give total variability
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ANOVA

You want to make sure that the difference between conditions are 
because of the differences between the groups (BG), not the 
differences within the groups (WG)!
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ANOVA

To do ANOVA, we calculate the f statistic

f = Between group variability (BG) / Within group variability (WG)

f <= 1, if there are no treatment effects

f > 1, if there are treatment effects
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f statistic

Similar to the T-test, we look up the f value in a table, for a given α and 
degrees of freedom to determine significance

Thus, f statistic is sensitive to sample size
Big N               big power           easier to find significance
Small N           small power           difficult to find significance

What we (should) want to know is the effect size
Does the treatment make a big difference (i.e., Large effect)?
Or does it only make a small difference (i.e., Small effect)?
Depending on what we are doing, small effects may be important 
findings

19



Other statistical tests

Correlation

Regression

Non-parametric tests

Chi-squared

Mann-Whitney

Wilcoxon signed-rank

Kruskal-Wallis

Friedman’s
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Optional Reading

Research Methods in Human-Computer Interaction, 2nd Edition

Chapter 4: "Statistical Analysis.

https://learning.oreilly.com/library/view/research-methods-
in/9780128093436/?sso_link=yes&sso_link_from=UMassAmherst
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